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1 Summarization


This paper presents a multi-cluster, multi-hop packet radio network architecture for wireless adaptive mobile information systems. The proposed network supports multimedia traffic and relies on both time division and code division access schemes. This radio network can be instantly deployed in areas with no infrastructure at all. By using a distributed clustering algorithm, nodes are organized into clusters. The cluster heads act as local coordinators to resolve channel scheduling, perform power measurement/control, maintain time division frame synchronization, and enhance the spatial reuse of time slots and codes. Moreover, to guarantee bandwidth for real time traffic, the architecture supports virtual circuits and allocates bandwidth to circuits at call setup time. The network is scalable to large numbers of nodes, and can handle mobility. Simulation experiments evaluate the performance of the proposed scheme in static and mobile environments.

2 Detailed contributions


The contributions of this paper can be summarized as the following four points:

· Efficient clustering algorithm which break the flat structure of ad hoc networks;

· Dynamic channel access management within the cluster and between clusters;

· Combination of packet store-and-forward and virtual circuit (VC) modes to support both datagram traffic and multimedia applications;

· Fast bandwidth reservation for VC to suit high mobility networks.

The detail of every aspect is described as follows.

2.1 Clustering and distributed gateway


Because of the requirements of efficient network resource control, multimedia traffic support and suitability to CDMA, a distributed cluster approach must be established. In fact, clustering provides a convenient framework for the development of important features such as code separation (among clusters), channel access, virtual circuit support and bandwidth allocation.

The authors examine two kinds of clustering algorithms: Lowest-ID and Highest-connectivity. The former method elects the host with lowest ID within a neighborhood as the cluster head. The second method chooses the host with the largest number of active neighbors as the head. Both mechanisms have the following properties:


(a) No cluster heads are directly linked

(b) Within a cluster, any two hosts are at most two-hops away, since the head is directly linked to every other host in the cluster.
There may be argument that the largest-connectivity algorithm results in fewer clusters and avoids the management overhead when data flows are passing through multiple clusters. But smaller cluster size can increase the reuse of the spectrum and lead to better throughput. One important aspect must be considered in the choice of clustering mechanism is its stability versus host movement. Two measures, namely: (1) the number of hosts which change roles as cluster heads, and; (2) the number of hosts that switch cluster, are selected to evaluate the stability. Simulations conducted by the authors show that the lowest-ID clustering algorithm yields fewer changes in either measure. It is because in the largest-connectivity method, even one link drop caused by movement may lead to the changes of clusters. Thus the system is based on lowest-ID mechanism.

A host which can hear two or more cluster heads is a “gateway”. Because there is traffic passing through multiple clusters and different clusters may use different code, the gateway hosts must understand both codes and transfer codec format. Sometimes there is no single host that is directly connected to neighboring cluster heads, as shown below.
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Figure 1. Distributed gateway

Host 3 and 4 belong to different clusters and they will take the responsibility of transferring codes. Under this condition, a notion of “distributed gateway” will be introduced. A distributed gateway (DG) is a pair of nodes within hearing range and residing in different clusters. By allowing DGs along inter-cluster routes, unrestricted routing is achieved. An important benefit of DGs is that of maintaining connectivity in pathological situations where the basic clustering algorithm would lead to disconnections.

2.2 Efficient channel access management


Following the clustering algorithm, new mechanisms that can take advantage of cluster heads to perform networking functions efficiently can be designed. The architecture breaks the transmission time scale into frames, each containing a fixed number of slots. Synchronization is required, which is a weak point of this structure that will be discussed in part 3. A frame is divided into two phases, namely, control phase and info phase. The control phase will accomplish the routing function, clustering changes and the reservation of bandwidth for multimedia applications. When the size of cluster increases and there is not enough slots for every non-head host, either CDMA or round-robin policy can be applied to solve the deficiency.


The info phase supports both virtual circuit and datagram traffic. Since real time traffic (which is carried on a VC) needs guaranteed bandwidth and delay during its active period, bandwidth must be pre-allocated to the VC in the info phase before actual data transmission. That is, some slots in the info subframe are reserved for VCs at call set-up time. The remaining slots (free slots) of each cluster can be accessed by datagram traffic using an S-ALOHA scheme. Furthermore, CSMA probing of VC slots by datagram stations can be considered for reuse of silent VC slots. Two or more VCs can share the same time slot using CDMA. A power control algorithm is carried out which is based on the computation, exchanging and updating of SIR (signal to interference ratio) values at the nodes involved. These ratios, in turn, can be computed from the power gain matrix obtained from the control phase, or can be obtained via a separate distributed procedure.
2.3 Support of multimedia application

The presented structure uses a worm-hole mechanism to establish the virtual circuit. Let us consider the topology in Fig. 2, and give an example. Suppose that node 7 wants to establish a connection to node 5. First, node 7 broadcasts a VC request through the control phase. The cluster head, node 4, is responsible for servicing this request. Since there is no direct link between node 7 and 5, the cluster head selects the path through node 9 (by inspection of its routing table), and assign slot(s) and code to this link. 
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Figure 2. Example of VC establishment

Next, after getting the slot assignment from cluster head 4, node 9 inspects its routing table and discovers that it has to make a VC request again to get to next node 8. It thus places a request to cluster head 1. Cluster head 1 will assign a slot to link 9-8. Node 8 forwards the request and so on, until the path is completely traced to destination node 5. The connection may be characterized by a given QoS, i.e., a certain bandwidth requirement, which is translated into number of slots per frame, or a given channel quality, related to SIR value or error rate on a link. The QoS requirements are checked and enforced during the VC set up phase.

2.4 Fast VC reservation for highly mobility environment 


The VC set up scheme described in the previous section is suitable for a network with slow mobility. In a highly mobile environment it may happen that the time required to set up a new VC is comparable to the interval between path changes. Thus, the conventional VC reconfiguration scheme cannot catch up with station movements. For highly mobile environments the paper proposes an alternate scheme based on fast reservations. 

In the Fast Reservation algorithm each packet in the VC stream is routed individually, based on the destination address, very much like a data packet. As a difference, however, the first packet in the VC stream, upon successfully capturing a slot in the info subframe, will reserve it for all subsequent frames. If the slot remains unused for a certain number of frames, it is declared free by the cluster controller and it is returned to the free slot pool. This scheme, which was inspired by the PRMA protocol, allows the VC stream to dynamically select a new path to destination when the old path fails. Each path change will cause some disruption (i.e. possible out of sequencing; delay to acquire a slot on the new path; possible looping, etc). However, the disruption is much less severe than if a new path had to be set up from source to destination using the conventional scheme. The experimental results show that the Fast Reservation scheme can efficiently handle a high degree of mobility.

Several refinements of the basic Fast Reservation scheme have been explored. One interesting feature, made possible by CSMA probing, is the assignment of priority to VC packets in capturing free slots. Namely, the VC packet is transmitted immediately, while the datagram packet must “probe” the slot before transmission. Probing also allows the reuse of unused VC slots by datagram traffic, thus alleviating the overhead caused by obsolete reservations left over after a path change. Another option is the dropping of “least significant” packets within a hierarchically encoded video or voice stream following a rerouting. The dropping of low priority packets during the rerouting phase will alleviate congestion and reduce reservation delay, at the expense of temporary signal quality degradation. Quality is restored automatically after rerouting, to the degree that there is sufficient bandwidth on the new path.
3 Weak points and further work suggestion

· The slotted frame and synchronization requirement restrict the application environments and scalability of the structure. There are conditions that the hosts cannot achieve fast and accurate synchronization. When the number of nodes increases and the area of ad hoc network becomes larger, the transform delay also increases and the synchronization becomes more difficult. Another problem is the slot size. If the slot is too big, the bandwidth waste will increase when the traffic is not sufficient. On the contrary, if the slot is very small, the overhead of each packet will consume a considerable part of the bandwidth and lower the utilization.

· The size of cluster is relatively small. A more flexible clustering algorithm should be designed to dynamically determine the radius of a cluster so that when the number of hosts increases, the number of clusters does not increase too fast.

· The self-deployed structure determines that there is no centralized management on the codec and spectrum allocation. Therefore, how to detect the collision of the same codec in neighboring clusters and how to handle it are two problems that should be discussed. And when the cluster head and gateway hosts are changing, how to efficiently deploy the new codec is very important in the system.

· The support of multimedia data is primarily accomplished by the bandwidth reservation mechanisms. There are applications, such as the transfer of MPEG files, whose bandwidth requirements fluctuate a lot. Reserving the resource as the largest requirement will lead to lower bandwidth utilization. An update of RTS/CTS method in slotted system can reach better performance that the CSMA probing.

· The system is using the basic Bellman–Ford algorithm to construct the routing table and apply the pro-active method. Simulation has shown that on-demand routing protocols work better. 

· The frequent changes of the roles of hosts as cluster heads and gateway nodes introduce new security problems. For example, how to establish trust relationship between neighboring cluster heads? Can we merge the codec mechanisms and the encryption of information? If so, how to transfer data when it passes through the border of multiple clusters?
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