CS 641

Multimedia Database Systems

Midterm Exam
Maleq Khan
Question A. Research Area: Multimedia Query Processing
1. What are the research questions?
Answer: Although there are numerous multimedia information systems, not many systems have appropriate query languages to support their applications. Even for those which do have appropriate query languages, they are designed only for specific applications and not for general use. For example, OVID [1] and OMEGA [2] are good for video media databases while PICQUERY+ [3] and EVA [4] are designed mostly for image databases. Most systems only address narrow applications, such as medical images or news-on-demand video systems. Are there any general query languages for multimedia systems?  What are multimedia query languages in general and how can they be formally defined so that they are independent of any specific applications?
Spatial Queries: Many applications depend on spatial relationships among the data. The special requirements of multimedia query languages in supporting spatial relationships have been investigated within the context of specific applications such as image database systems and geographic information systems. The following requirements are necessary for supporting spatial queries from the users’ point of view:
· Support should exist for complex spatial search, which locates spatial objects across the database by using set-theoretic operations over spatial attributes. For example, “Find all the roads which pass through city X.”

· It should be possible to perform which computes specialized simple and aggregate functions from the images. This can resolve queries of the form “Tell me the area of this object and find other object which is closet to this one.”

· Query processor should be able to handle relative spatial positions such as “X is on top of Y” or “X is behind Y.”

 Temporal Queries: The inclusion of temporal data modeling in multimedia query languages is an essential requirement. Research in temporal queries has focused more on historical discrete databases rather than on databases of temporal media. The focus is on the reflections of changes of the representation of real world objects on a database (e.g., President Bush gave a speech at 2:00pm on July 4, 2002), rather than changes in continuous, dynamic media such as video. A typical temporal query is “Find a scene where Purdue President Martin Jischke is shaking hand with President Bush after George Bush steps off an airplane.”
Fuzzy Queries: Multimedia query languages should allow fuzzy queries not due to a lack of user knowledge about a multimedia system, but to the nature of information and the size of a multimedia database. For example, a personal information system should be searchable for a male with short black hair, big eyes and unsymmetric ears. 
2. Specify ideas that can make this area succeed commercially?

Answer: 
I. Develop a general purpose multimedia database system and query language. Most multimedia database systems are designed for specific applications. Therefore, the query languages are inherently restricted to a particular domain. This is not acceptable in a dynamically changing research area as new techniques emerge. Design a multimedia database system that have a general platform with common structure independent of application and type of multimedia data. Such system will facilitate development of general query language. A general purpose query language is more likely to succeed commercially than an application-specific query language. FBQL [5] is an example of such system but it has some major deficiencies. The media-instance model introduced in [5] can capture all the media models. As for the query language, some constant symbols, variable symbols, and predicate symbols are defined. Also there is a function symbol flist, which stands for feature list, defined as a binary function in the query language. FBQL is based on logic programming, which makes it quite powerful in the sense of expressiveness and correctness because logic programming has a strong mathematical background. However, FBQL does support enough spatial and temporal presentation properties. It lacks support for content-based information retrieval and heavily depends on user defined features. Integration of techniques to capture all the media models with spatial and temporal presentation properties, and content-based retrieval system would lead to a general query language making it commercially successful. 

II. Data visualization is vital in multimedia database systems because of the complex structure and spatio-temporal relationships inherent in multimedia data. A visual query is a query that includes not only alphanumeric expressions, but also some other non-alphanumeric expressions, such as icons, pictures drawn by users, sample audio etc. A visual query language is another step toward making multimedia query language commercially successful. A visual language is one that allows users to post visual queries. Visual queries have to be transformed into lower level query primitives (such as query algebra, query calculus) and hence it can be seen as an interface between query models and users. Fuzzy queries can be easily expressed in a visual language by partial or approximate drawings. A graphical tool can be provided to capture and sketch images. An appropriate distance metric can be constructed to find similar images to answer fuzzy queries. Together with the sample video or audio, user can provide textual description (semantic and content-based) of the images, audio or video to be searched. 

QBIC (Query By Content of Image [6]) is an image retrieval system that uses the content of images as the basis of queries. The content used by QBIC includes colors, textures, shape, and locations of user specified objects (e.g. a person, flower, etc) or areas (e.g. the lake area) in images, and/or the overall distribution and placement of colors, textures, and edges in an image as a whole. Queries are posed visually, by drawing, sketching, or selecting examples of what is desired. A typical QIBC query is “Find images where President Bush is wearing a black suit and sitting at a round table”. 
PQBE (Pictorial Query By Example [7]) language is aimed at the retrieval of direction relation from symbolic images. A symbolic image is an array representing a set of objects and a set of direction relations among them. As in the case of relational Query-By-Example, PQBE generalizes from the example given by the user.
QBIC and PQBE can be combined and extended to support audio and video query by adding automatic retrieval of semantic description annotation, temporal information, and motion of the objects. Many researches have been done in object detection in image or video frame such as [8], 9]. Liu et al [10] provided a motion detection mechanism, a temporal diagram for video to temporal relationship among object, and finally extract semantics of a video scene. The system is successful for some specific simple cases such as “A car is moving around a tree”. The system is unable to detect “Two people are hand shaking”, and to distinguish between “A man is stepping off an airplane” and “A man walking around an airplane.” Also there are further complex semantics exists for a video such as the theme of am image, or a video shot or scene. Even a partial solution to these semantics extraction can make multimedia query processing successful. 
III. Query presentation is an important issue to make multimedia query commercially successful. A query presentation refers to the way query results are presented. Presentation of multimedia data is more complex than traditional databases. The modeling of multimedia presentations has to take into account the different aspects important for the presentation and it has to meet the demands of the users of a multimedia presentation. Those aspects include:

· Media Composition: Free composition of different media to a new multimedia product is an essential requirement of any multimedia query model. This kind of composition must describe all temporal and spatial relationships between the media.
· Interactive operation: One of the features of a presentation is the user interaction in the course of a presentation. Some interactive operations such as fast forward, fast backward, pause, adjustment of volume, etc. are particularly important in real applications.

3. Give results/experiments that are based on one of the ideas. Give results of one experiment. 

Answer: The following experiment has been designed based on the second ideas from the three ideas mentioned above. 
Objective: One of the properties of multimedia database systems compared to traditional text-based database system is the necessity of fuzzy queries. In practice, exact matches on features rarely produce useful output. Each feature should have its own tunable notion of what a close or similarity match mean. It is generally understood that a mathematical definition of distance provide a good model of human similarity perception. The objective of this experiment is to formulate a good mathematical definition of distance for image data and how to apply this distance (in other word similarity) measure.
Input: An image database and a sample image (to perform fuzzy query such as “Find all images which are similar to a given image”).
Output: A formulated distance metric to measure similarity between images, threshold values to determine the degree of similarity, and important features of the images that contribute in finding similarity. 
Method: The features are extracted from the images to be compared. The features of an image are color, texture, shape, number of objects in the image, type of the objects, etc. For video data, motion and direction of the objects can be used in addition. From the extracted features, similarity is calculated using a distance metric. The most familiar distance metric is Euclidian distance given below.

Euclidian distance: 
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where xi and yi are the ith feature in numerical value of the image X and Y, respectively, n is number of features included in the similarity measure, and wi is the weight associated with ith feature.
The other two common distance metrics are  
the Manhattan distance: 
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and the Max distance: 
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The general form of the above distance metrics is 
the Minkowski distance or Lp distance, 
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When p is 1, 2 or (, Minkowski distance becomes Manhattan distance, Euclidian distance or Max distance respectively. We can produce more distance metrics using different values for p.    

Some other distance metrics given below that may prove themselves useful for image data.

Canberra distance: 
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Squared cord distance: 
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Squared chi-squared distance: 
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For some features such as shape, its values cannot be encoded numerically i.e. there is no numerical ordering for its values. For such feature we define, 

xi - yi 
=  0, 
if xi = yi,

=  c, 
otherwise,

where c is a predefined constant and normalized with respect to the values of the other features.

We perform the experiment using different distance metric at a time and check which distance metric performs better for image data. By changing the weights of the feature, we repeat the experiments and see which feature has more impact in similarity measure than others.  
If distance 
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 ( T (some threshold value), we say X and Y are similar. Several threshold values can be used to denote different degree of similarity. Running the experiment repeatedly using different threshold, a suitable and effective threshold value can be determined.

While computing similarity based on the extracted features, it is also necessary to measure similarity among objects between two images. Let O1 and O2 are two objects selected from two images. Two objects are represented by two small images and they are compared by pixel by pixel comparison. These two images of the objects O1 and O2 are preprocessed to bring them into same size and orientation and contrast. Let three values Red, Green and Blue reflectance are associated with each pixel. If there are m pixels in each image, then there are 3m values. Each of these values is considered as one feature and one of the above distance metrics is used to find the distance. Finally, the weighted sum of the distance of the objects and distance between images using extracted features is used to measure similarity. The experiment will also find which distance metric is good for measuring similarity between two objects.

Results and Analysis: Running the experiment with different distance metric we are able to find which distance metric gives better result. Analyzing the values given by different distance metric on different set of images, we get insight into the distance metrics and it enable us to find why a particular distance metric is good, that leads to designing/modification of the distance metric for further improvement.
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Fig. 1. Performance of different distance metric on image data classification.
Fig. 1 shows a comparison of results found using Manhattan, Euclidian and Max metrics on classification of Remotely Sensed Image (RSI) data of agricultural fields in Oaks area of North Dakota. Max metric perform better than the other two. We can understand this phenomenon by examining the shape of the neighborhood for different metrics (Fig. 2). In a two dimensional space, the neighborhood for Max, Manhattan and Euclidian distances are square, diamond and circle respectively.      
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(a) Max & Euclidian           
                (b) Max & Manhattan
Fig. 2. Comparison of neighborhood for different distance metrics.

For simplicity, let us consider that there are only two features of the images. The value of the features are plotted in x and y axes. In Fig. 2, T is the target image, which is given in the query. Consider the two points, A and B (representing two images for which we want to compute similarity with T). Let A be a point included in the circle but not included in the square. Let B be a point which is included in the square but not the circle. Point A is very similar to target T in the x-dimension but very dissimilar in the y-dimension. On the other hand, point B is not so dissimilar in any dimension. Relying on high similarity only on one feature while keeping high dissimilarity in the other feature may produce poor result. Therefore, in many cases, inclusion of B in the neighborhood instead of A is a better choice. This phenomenon is observed in classification of our image data.
By varying the weights of the features, we are able to determine the features of the images that have major contribution in finding similar images. If setting a large weight to a feature gives better result, we conclude that the feature is important. On the other hand, if setting a zero or small weight to a feature gives better result, we say the feature is insignificant. In the actual implementation of the multimedia query system we can extract only the important features and use them in similarity measure.   

4. What are the experiments that need to be conducted to make progress in the area? What tools are available or can be developed?

Answer: Some of the available tools for multimedia query are listed below.
Garlic is an object-oriented multimedia middleware and object-based management system developed at IBM Almaden Research Center [11]. Query By Image Content (QBIC) [6], which is an image retrieval system, has been successfully integrated into Garlic. Query processing are provided by the Garlic Query Services and Runtime System. Queries are broken into pieces, each of which can be handled by a single media manager. Garlic extends standard SQL with additional constructs for traversing paths composed of inter-object relationships, for querying collection-valued attributes of objects, and for invoking methods with queries.

OMEGA (Object-Oriented Multimedia Database Environment for General Application) [2] is an object-oriented database system for managing multimedia data that is under development at the University of Library and Information Science, Japan. In this model an acceptor is defined to allow user to communicate with the system. OMEGA has some facility for supporting three types of user language interfaces: an object-oriented interface, an SQL-like interface and a Graphic interface. Syntactically the query example expressed in OMEGA’s SQL is very similar to Garlic’s SQL. 
PSQL (Pictorial SQL) [12] is designed for pictorial databases which require efficient and direct spatial search, based on the geometric form of spatial objects and relationships. One feature of PSQL is the introduction of many spatial operators, such as nearest and furthest for point objects, intersect and not-intersect for segment objects, and cover, and overlap for region objects. Syntactically, there is not much difference from the standard SQL.

EVA [4] is an object-oriented language, based on functional language features with roots in conventional set theory. It is formally defined using the mathematical framework of a many sorted algebra. Although EVA has defined a set of spatio-temporal operators to support query presentation, it lacks some useful presentation features, such as changing display speeds and time constraints. Furthermore, EVA does not support spatial queries or video data.
PICQUREY+ [3] is a knowledge-based object-oriented query language. PICQUERY+ is a high-level domain-independent query language designed for image and alphanumeric database management. It allows users to specify conventional arithmetic queries as well as evolutionary and temporal queries. The main PICQUERY+ operators include panning, rotating, zooming, superimposing, color transforming, edge detecting, similarity retrieving, segmenting, and geometric operations. A template technique has been used in PICQUERY+ to facilitate user queries. Such query templates are used in PICQUERY+ to specify predicates to constrain the database view.
MMQL (Multimedia Query Language) and CVQL (Content-Based Video Query language) are two query languages for video database described in [13] and [14] respectively. A major problem with MMQL is that it does not support spatial queries which are fundamental to a multimedia query language. CVQL is defined based on video frame-sequences. Therefore, to query a video database using CVQL, a user must have good knowledge about the video being queried.
Tools that can be developed: 
1. A general model for multimedia database needs to be designed to support general multimedia queries. The model should not be application or media dependent. The model should support each kind of media data such audio, video, image, etc. 
2. A graphical user interface is needed to be developed with the facilities of varying query parameters to perform experiments for evaluating different query techniques and to input visual queries. Query presentation also should have a graphical interface with interactive functions such as fast forward, fast backward, pause, adjustment of volume, etc. 

3. A better system to perform fuzzy queries need to be developed. The system should support visual, temporal and spatial query simultaneously as well.  
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Question B. Read one paper on multimedia topic and write a review on the major contribution.
Answer:
Title of the Paper: Semantic Extraction and Semantic-Based Annotation and Retrieval for Video Databases
Authors: Yan Liu and Fei Li, Department of Computer Science, Columbia University, New York, NY.

Published in: Multimedia Tools and Applications, An International Journal, Vol. 17, No. 1, May 2002.

Problem Addressed in the Paper:

Current trends in video analysis and content retrieval based on semantics suggest a great deal of enthusiasm on the part of researchers. Recent projects include video segmentation, extraction of representative key frames, video annotation, parsing of TV news, and parsing soccer games. However, the fact that we have fast machines today, as well as an abundance of algorithms available as a result of forty years’ research in computer vision and image processing, does not offer a satisfactory solution to the problem of semantic video retrieval.

Recent proposals for video retrieval rely on the temporal nature of video streams, such as layering of objects obtained from coherently moving entities and dual representation consisting of spatial and temporal parts. The temporal nature of video sequences has not been fully understood and integrated with the static analysis of individual frames, although small inroads have been made in investigating the temporal aspects of image sequences in dynamic vision. Processing of video as a sequence of selected images is very limiting. The ability to describe the content of video in terms of the spatial properties of objects, such as shape and color, and their motion properties, such as trajectory and velocity, as well as their temporal relationship, is the basis for semantic video retrieval. Video sequences can be queried on the basis of the appearance of objects with specific properties, or direction and path of motion. Automatic classification and search for video sequences according to the type of activities are possible in this model, provided that the activities are defined by simple atomic object-motion descriptions.
The paper presented an automatic semantics extraction model for video databases. Semantics of video clip are retrieved based on the temporal and spatial relationships among the objects present in the video. The authors also presented a guideline for dynamic annotation for video. Using meaningful semantic-based annotation for videos is am important issue in faster video retrieval.
Major Contributions:

· The authors presented an automatic semantic extraction model for videos to answer video queries based on semantic description, such as “find all videos/scenes where a car is running by a tree”. They proposed an extension of existing system called VIMS (Video Information Management System) used for searching videos based on extracted features. VIMS have modules to detect scene and shot boundaries, find the key frames for the shots, extract features such as color, shape, texture etc. from the key frames, and to answer user queries based on extracted features. They integrated the existing object detection techniques and added two new modules to compute spatial and temporal relationships among the objects. Computing spatial and temporal information allows the system to perform queries that include semantic description of the desired videos.

· A mechanism for detecting movement of objects and a diagram to represent temporal relationship among objects are given. Position of an object is identified by its bounding rectangle. This information is used to determine motion and direction of an object. A hierarchical temporal diagram has been given where each node represents an object, shot, scene or video based on the position of the node in the hierarchy. Each arc represents the relationship among them. The ideas are very rigorous in the sense that those are very simple solutions to very complex problems. On the other hand they have many limitations.

· For faster and consistent image retrieval authors proposed a dynamic semantic video tag building mechanism. Every time when a user queries a video clip with text description of semantic, the system will first go to the textual description in the tag. If it matches in the tag then no semantic extraction mechanism is run on the video, otherwise, the system will run the procedure to extract the semantic given in the query. At the time of returning the found result, the result is also stored in the tag for future search.    
· Simple set theoretic operations have been given to identify whether a particular scene is a dialogue between two persons. If in the successive shots, two persons alternatively arrive in the set of objects and all other objects are same, then it is a dialogue scene.     
Limitations and Disadvantages:

The proposed mechanism has many limitations listed below.
· The can only identify if the given object is moving or static. No further detail can be specified in the queries. The users must specify two objects, main object and related object, and their relationship (either static or moving). For the real world application we need further detail of movements. For example, “Find the video clips where President Bush is setting off an airplane”. To answer this query, detecting movement of President Bush with respect to an airplane is not enough. The movements “A person is walking around an airplane”, “A person is stepping up the airplane”, “A person is cleaning the airplane,” and “A person is stepping off an airplane” have different semantic meaning. 
· They presented a temporal diagram but did not provide enough technical detail what are the various temporal relationships exists and how they are represented in the diagram.
· I want to raise questions about the validity and effectiveness of the given set theoretic operations to identify dialogue scene. In a dialogue scene, it is not necessary that the back ground and other relative objects will be same for both persons engaged in conversation. When the camera moves, not only a new person appear in the frame but some other new objects also appear if two persons are sitting in two different corner of a room.
· Finally, the authors claimed that “the real-time computation can be negligible and acceptable for a large digital library” but did present neither theoretical analysis nor experimental result on required computational time.   
� EMBED Excel.Chart.8 \s ���





A





B





x





y





T





A





B





x





y





T








_1098040289.unknown

_1098042182.unknown

_1098042259.unknown

_1098048949.xls
Chart1

		256		256		256

		1024		1024		1024

		4096		4096		4096

		16384		16384		16384

		65536		65536		65536

		262144		262144		262144



Manhattan

Euclidian

Max

Number of sample images

Accuracy (%)

48.44

48.44

50.1

47.27

43.36

49

42.97

45.4

48.7

48.05

45.4

51.83

48.05

46

49.44

52.34

48.2

50.83



Sheet1

		16		48.44		48.44		50.1		39.06		60.15		57.03

		32		47.27		43.36		49		38.67		58.59		58.6

		64		42.97		45.4		48.7		36.72		59.37		58.2

		128		48.05		45.4		51.83		37.89		57.81		56.64

		256		48.05		46		49.44		39.45		59.37		55.46

		512		52.34		48.2		50.83		45.31		60.93		59.76





Sheet1

		256		256		256		256		256		256

		1024		1024		1024		1024		1024		1024

		4096		4096		4096		4096		4096		4096

		16384		16384		16384		16384		16384		16384

		65536		65536		65536		65536		65536		65536

		262144		262144		262144		262144		262144		262144



KNN-Manhattan

KNN-Euclidian

KNN-Max

KNN-HOBS

P-tree: Perfect Centering (closed-KNN)

P-tree: HOBS (closed-KNN)

Training Set Size (no of pixels)

Accuracy (%)

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0



Sheet2

		





Sheet3

		






_1098040308.unknown

_1069070575.unknown

_1098040268.unknown

_1069070878.unknown

_1068351642.unknown

